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Abstract
In two experiments, it was investigated whether potentially contrastive segmental information 
in the form of an epenthetic glottal stop in Maltese can influence syntactic parsing decisions. 
The glottal stop in Maltese serves a dual function as a phoneme used for lexical contrast and 
a non-contrastive phone that may mark a prosodic juncture. In both experiments, participants 
perceived a larger prosodic boundary before the word u (Engl. “and”) if the u was produced with 
an epenthetic glottal stop, showing the use of prosodically conditioned segmental information in 
syntactic parsing. Furthermore, listeners were generally unaware of the existence of the epenthetic 
glottal stop even though a glottal stop is used as a phoneme represented as a grapheme “q.” They 
also perceived a larger prosodic juncture when the preceding syllable was lengthened before the 
word u (“and”). These findings were consistent regardless of whether the glottal stop reinforced 
a late-closure decision (Experiment 1) or an early-closure decision (Experiment 2). The results 
indicate that both segmental and suprasegmental information influences syntactic parsing decisions, 
demonstrating that the syntax–prosody interface is reflected along both the segmental and 
suprasegmental (duration) dimensions, which are mediated by the phonetics–prosody interface.
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1 Introduction

In the tradition of the Sound Pattern of English (Chomsky & Halle, 1968), phonetics was sim-
ply considered to be governed by low-level biomechanical processes outside the realm of lin-
guistics. A great deal of subsequent studies in the past several decades, however, have provided 
ample evidence that some of the non-contrastive phonetic phenomena are in fact under the 
speaker’s control and systematically governed by language-specific phonetic “grammar” (Cho 
et al., 2017; Cho & Ladefoged, 1999; Keating, 1984, 1990; Kingston & Diehl, 1994). 
Additionally, phonetics may also interact with syntax (e.g., Cooper, 1976; Klatt, 1975; Michelas 
& D’Imperio, 2012). Studies on the interaction between phonetics and syntax have indeed 
shown that syntactic processing is likely to be influenced by how an utterance is phonetically 
realized, especially along the prosodic, or suprasegmental, dimension (Jun & Bishop, 2015; 
Steinhauer et al., 1999).

A generally accepted view available in the linguistic literature cited above is that the syntax–
phonetics interaction is mediated by the syntax–prosody interface. For example, a particular syn-
tactic structure may be reflected in the fine-grained phonetic detail of suprasegmental features 
(e.g., pitch, duration, amplitude) through the syntax–prosody interface—i.e., an intricate and sys-
tematic interaction between prosodic phrasing and syntactic parsing (Shattuck-Hufnagel & Turk, 
1996). Many researchers (Hayes, 1989; Nespor & Vogel, 1986; Selkirk, 1984) indeed explored 
the interplay between prosodic and syntactic structures under the rubrics of Prosodic Phonology 
(or the Prosodic Hierarchy theory), and provided theoretical insights into how phonological units 
may be organized in a hierarchy of nested levels of prosodic constituency in relation to syntactic 
structure. Crucially, in the theory of Prosodic Phonology, a prosodic structure of an utterance is 
not construed as being isomorphemic to the syntactic structure. Instead, prosodic structure is 
assumed to be reparsed indirectly driven by syntactic structure, for example, in reference to the 
head–complement relation (Nespor & Vogel, 1986), the maximal projection (Selkirk, 1986), and 
the c-command relation (Hayes, 1989), although a prosodic structure above a prosodic word level 
may be parsed in relation to intonational phonology, independently of syntax (Jun, 1998). The 
evidence for such a prosodic structure, whether syntactically or intonationally driven, has often 
been provided in relation to domains of phonological sandhi rules which may apply across a word 
boundary. The prosodic-structurally bounded sandhi rules often induce segmental alternations. 
For example, Nespor and Vogel (1986) identified the Utterance (the largest prosodic unit assumed 
in Nespor & Vogel) as a prosodic domain of the flapping rule in American English; and Hayes 
(1989) suggested that the domain for the palatalization of /z/ before a post-alveolar sound (Is 
Sheila) is a Clitic Group (a prosodic constituent larger than the Prosodic Word but smaller than 
the Phonological Phrase, and it is blocked across the Clitic Group juncture). Thus, the theory of 
Prosodic Phonology has provided theoretical underpinnings for the postulation that the prosodic 
structurally conditioned variation of segmental realization informs syntactic structure in some 
perceptually meaningful ways.

A classic example of the relationship between segmental realization and syntactic structure 
may be found in the syntactic constraint on the wanna contraction—as in, Who do you wanna 
dance with? This segmental reduction process is blocked or disfavored when there is a trace for 
an underlying Wh-element that has been moved to the front, as in Whoi do you want ti to dance 
with Vlad? (cf. Radford, 1997). A syntactic influence on phonetic implementation is also found 
for flapping (segmental reduction of /t,d/). An early study by Egido and Cooper (1980) suggested 
that flapping is mainly constrained by syntactic structure. However, a subsequent study by Parker 
and Walsh (1982) showed evidence that flapping is in fact constrained more systematically by 
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intonational structure, often independently of syntactic structure (see de Jong, 1998; Wagner, 
2010, for further evidence).

These studies cited thus far indicate that although there is a close relationship between syntax 
and prosody, prosodic structure is parsed in its own right (see also Beckman, 1996; Shattuck-
Hufnagel & Turk, 1996, for reviews), and segmental variation that seems to be related to syntactic 
structure is indeed mediated by prosodic structure. Previous studies on the interaction of prosodic 
structure and syntactic structure in the sentence processing literature, however, have mainly 
focused on how syntactic structure may manifest itself in the phonetic realization of suprasegmen-
tal features and how the syntactically-conditioned suprasegmental variation may be used in sen-
tence processing (e.g., Kentner & Féry, 2013; Petrone et al., 2017; Steinhauer et al., 1999; Watson 
& Gibson, 2005). In fact, another line of experimental phonetic research on the phonetics–prosody 
interface has demonstrated that prosodic structure is also signaled by gradient phonetic variation 
along the segmental dimension (e.g., Cho et al., 2017; Kim, Kim, et al., 2018), which is finer-
grained than segmental alternations due to phonological sandhi rules that are applied within a 
prosodic constituent governed by prosodic hierarchy. This leads to a hypothesis that is to be tested 
in the present study: prosodic structurally conditioned segmental detail contains perceptual cues to 
syntactic structure through the syntax–prosody interface, which is in turn exploited by listeners in 
sentence processing.

Before we move on to elaborate on testing this hypothesis, it should be noted here that we define 
the terms “segmental” and “suprasegmental” in a specific way largely following Lehiste (1970). 
By “segmental” we refer to speech attributes of any discrete unit (as a phone) that can be identifi-
able physically in the stream of speech as being either consonantal or vocalic. By “suprasegmen-
tal,” we refer to speech attributes of pitch, duration, and amplitude that may be superimposed on 
segments, extending over more than one segment (i.e., over syllables, words, or phrases). So, for 
example, as discussed in Lehiste (1970), if an acoustic feature such as duration is determined for a 
single segment, it is intrinsic to the segment, thus being segmental in nature (e.g., quantity contrast 
of phonologically long versus short vowels or a singleton versus a geminate). On the other hand, if 
the same acoustic duration feature is defined over a domain larger than a single phone (or a seg-
ment), it is suprasegmental in nature (e.g., prosodic boundary-related lengthening effects). 
Furthermore, we follow Lehiste (1970) and assume that an acoustic feature is suprasegmental 
when it is established in relation to items in sequence whereas it is segmental when it is defined 
without reference to the sequence of items. With this division line drawn between segmental and 
suprasegmental features, listeners may build prosodic and segmental structures independently (see 
also Cutler, 2012, for related discussion) but the listeners may still face the problem that no acous-
tic dimension may signal exclusively segmental or suprasegmental information (see McQueen & 
Dilley, in press, for a review). For example, F0 is typically considered to be an important correlate 
of prosodic structure, thus being suprasegmental, but in tone languages, it is used to make lexical 
distinctions, so that it serves a phonological function like a phonological segment does in non-tonal 
languages. Duration is also generally considered to be an important correlate of prosodic structure, 
thus being suprasegmental, although it may be specified for a single segment (phonologically long 
versus short vowels or singleton versus geminate consonants). But duration as a suprasegmental 
feature may also come into play in phonological and lexical processing. For example, given that a 
lexical boundary is aligned with a prosodic word boundary, which is partly expressed in duration 
(being suprasegmental extending over more than a single segment), duration also co-determines 
which words we are hearing (Salverda et al., 2003). Thus, perceiving the prosodic structure of a 
sentence in terms of its duration (Morrill et al., 2015) or pitch contour (Morrill et al., 2014) can 
influence listeners’ spoken word recognition; and it may also heavily influence the decision on 
whether a segment is a singleton or a geminate (Mitterer, 2018b).
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With the terms “segmental” and “suprasegmental” being defined as such, there is a wealth of 
speech production data showing that segmental information can signal prosodic structure, and that 
there is also a wealth of speech comprehension data showing that suprasegmental features associ-
ated with prosodic structure influence syntactic parsing. But there is hardly any study available in 
the literature which explores whether and how listeners may use segmental variation when making 
parsing decisions. One exception is the study by Scott and Cutler (1984). They demonstrated that 
American English listeners use flapping of a stop across a word boundary (e.g., met Anne /mɛt#æn/ 
→ [mɛɾæn]) as a cue to the absence of a prosodic boundary. When confronted with ambiguous 
sentences such as the day we met Anne was beautiful, listeners are more likely to assume that beau-
tiful refers to day (rather than Anne) if the /t/ in met is flapped.

An exploration of the relationship between segmental variation and syntactic parsing provides 
important theoretical implications for speech comprehension. Typically, syntactic parsing is 
assumed to be influenced by prosodic structural information that is manifested primarily along the 
suprasegmental dimension (see, e.g., Kjelgaard & Speer, 1999; Schafer et al., 1996; Schafer & Jun, 
2002; Snedeker & Trueswell, 2003), which in turn is assumed to be analyzed independently of the 
segmental content of an utterance (Hickok & Poeppel, 2007; see also Cho et al., 2007). The evi-
dence that detailed segmental information influences syntactic parsing would entail, for instance, 
the possibility that this information is retained in spoken-word recognition, in contrast to claims 
that listeners extract abstract phoneme information from the speech stream. For instance, in the 
example of Scott and Cutler (1984) provided above, the parser needs to have access to the phonetic 
form in which the /t/ is produced, which contrasts with proposals that listeners use abstract pho-
nemes for lexical access (Bowers et al., 2016). Thus, testing the hypothesis (i.e., “segmental” 
information arising with the syntax–prosody interface being exploited by listeners in sentence 
processing) will inform these theoretical considerations.

We examine this possibility here using the glottal stop in Maltese as a testbed. According to the 
definition of the terms “segmental” and “suprasegmental” set forth for the purpose of the present 
study, the glottal stop is segmental in nature, but it is an unusual speech sound in many respects. 
First, it often surfaces without a full stop of the airflow through the vocal tract, but it may be pho-
netically realized as glottalization over an adjacent vowel. In fact, the latter is a common surface 
form unless the glottal stop is a geminate (Ladefoged & Maddieson, 1996; Mitterer, 2018a). 
Second, it occurs in most (if not all) languages, but with rather different linguistic functions, both 
within and between languages. In English, for example, it can be used as a segmental cue to coda 
voicing contrast (Penney et al., 2018) and also as a prosodic boundary marker that often accompa-
nies vowel-initial words at larger prosodic boundaries (Redi & Shattuck-Hufnagel, 2001). The 
boundary-marking function is found in Italian as well, but with much lower frequency (Eger et al., 
2019).

What additionally complicates the situation in Maltese is that a glottal stop not only is a pho-
neme by itself but can also mark otherwise vowel-initial words (Galea, 2016). This dual use of a 
glottal stop leads to potential ambiguity, since the Maltese listener has to decide whether the glot-
tal stop is underlying or epenthetic (Mitterer et al., 2019). The nature of the glottal stop in Maltese 
differs from that of glottalizations observed in English (Garellek & Seyfarth, 2016). In English, 
glottalization (a form of creaky voice) may occur in association with coda /t/, which may be pro-
duced with glottal constriction either in the presence or absence of its oral constriction. Garellek 
and Seyfarth (2016) reported that the acoustic realization of glottalization is generally localized 
to the vicinity of the coda, which is segmental as it is defined for a particular segment. Garellek 
and Seyfarth reported another form of glottalization in English which may occur towards the end 
of a phrase (i.e., before a large prosodic boundary). The boundary-related glottalization was often 
found to extend over larger portions of phrases, indicating that it is suprasegmental. 
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Native listeners of English are indeed able to make phonetic distinctions between the two types 
of glottalization (Garellek, 2015) and use the glottalization phenomena straightforwardly in lexi-
cal processing (Heffner et al., 2013). This is, however, not the case for the Maltese glottal stop. 
With a database that exceeded those that found evidence for small residual phonetic cues (Roettger 
et al., 2014), a study by Mitterer et al. (2019) found no phonetic differences between epenthetic 
and lexical glottal stops, so that, for instance, both the epenthetic and lexical glottal stops were 
produced either with glottalization or with a full glottal stop with no difference between the two 
types. Listeners hence have no bottom-up information that allows them to decide whether a given 
glottal stop (realized with glottalization or with a full glottal stop) is signaling an underlying, lexi-
cal glottal stop or an epenthetic glottal stop. Importantly, Mitterer et al. (2019) further reported 
that listeners were not able to use the phonetic form of a glottal stop as a cue to whether the stop 
is underlying or epenthetic. That is, when a word-initial vowel triggered an epenthetic glottal 
stop, the words attur /ɑt:ur/ (Engl., “actor”) and qattus /ʔɑt:us/ (Engl., “cat”) effectively became 
cohort competitors so that listeners activated both words to the same extent when hearing [Ɂɑt:u] 
(Mitterer et al., 2019).1

Mitterer et al. (2019) also showed that listeners might solve this problem in part by analyzing 
the prosodic structure of the utterance that bears on segmental processing. While speakers are more 
likely to use an epenthetic glottal stop if there is a larger prosodic boundary preceding the vowel-
initial word, listeners assume that a glottal stop is more likely epenthetic than phonemic in the 
given prosodic context. This demonstrates that the glottal stop in Maltese serves the dual functions 
of providing segmental information for both lexical contrast and prosodic structuring. Here, we test 
whether the glottal stop, despite being a phoneme, can also influence sentence processing in 
Maltese.

In sum, the present study continues to explore possible interactions between phonetics and syn-
tax by examining the effects of phonetic variation in Maltese (a Semitic language) on sentence 
processing, not only along the suprasegmental (prosodic) dimension that has been previously stud-
ied in other languages, but also along the segmental dimension that is to be newly explored here. 
We test the hypothesis that prosodic-structurally conditioned “segmental” information informs the 
syntax–prosody interface and is, therefore, exploited by listeners in sentence processing, which 
will illuminate the nature of the role of fine phonetic detail in sentence processing.

2 Experiment 1

We tested the potential of the glottal stop to influence parsing using ambiguous phrases of “coor-
dinated names” (e.g., Kentner & Féry, 2013) such as Malcom jew Gordon u Daniel (Engl. “Malcom 
or Gordon and Daniel”). As (1) shows, there are two readings of this phrase.

(1)  a. [Malcom] jew [Gordon u Daniel] “early closure”: [N1] or [N2 and N3]

    b. [Malcom jew Gordon] u [Daniel] “late closure” :  [N1 or N2] and [N3]

Participants were asked to indicate which reading seemed more likely to them based on stimuli that 
differed in terms of two aspects: phrase-final lengthening (along the suprasegmental dimension) 
and the presence and absence of a glottal stop before a vowel-initial word (along the segmental 
dimension). The final syllable of a word (Malcom or Gordon) was lengthened or not lengthened 
before a potential syntactic juncture so that the final lengthening of Malcom, for example, was 
consistent with the “early-closure” parsing of (1a). The lengthening factor was also expected to 
reduce the demand characteristics of the experiment. Had we only manipulated the presence or 
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absence of glottalization, listeners might use the glottalization cue just because there is nothing else 
in the experiment to respond to. Thus, with this additional manipulation, listeners were expected to 
meaningfully engage with the task without necessarily paying attention only to the glottalization 
cue. A glottal stop was inserted before the vowel-initial word /u/ (“and”), which is more consistent 
with the “late-closure” parsing of (1b) in which /u/ may form a new prosodic phrase. (Note that the 
Maltese word jew (“or”) cannot be marked with a glottal stop, as it starts with a consonant /j/.)

Along with testing these possibilities, we also obtained further information from the listeners in 
order to examine their awareness of the cues they might use in making decisions. Listeners are 
usually unaware of non-contrastive epenthetic glottal stops, as was the case with German listeners 
(Mitterer & Reinisch, 2015). However, the presence of the grapheme /q/ in the language system 
may enhance awareness of the epenthetic glottal stop. Therefore, we asked participants after the 
experiment on what they based their decisions, to see whether some of them would mention the 
epenthetic glottal stop. This information is relevant for the discussion in the literature with respect 
to possible interactions between written- and spoken-language processing (Mitterer & Reinisch, 
2015; Ziegler & Ferrand, 1998).

2.1 Method

Participants.  Twenty-four native speakers (16 female) of Maltese participated in Experiment 1. 
They were students at the University of Malta, aged between 18 and 29.

Stimuli.  A female native speaker of Maltese produced various versions of sentences such as Mal-
com jew Daniel u Gordon (N1 or N2 and N3). Using a Latin square, there were three possible 
orders of the three names in which each name appeared in each position (i.e., Gordon/Malcom/
Daniel, Malcom/Daniel/Gordon, and Daniel/Gordon/Malcom). The speaker was asked to produce 
three different prosodic versions: without a prosodic break, with a break after the first name (N1), 
and with a break after the second name (N2). The first version (without a prosodic break) was used 
as a template for the experimental stimuli, and the latter two versions to gauge the typical amount 
of lengthening of syllables before a prosodic break, which was about 80% (see Table A1).

The tokens produced without a prosodic break were then annotated with the final syllables of 
N1 and N2 marked. Based on these annotations, experimental stimuli were generated using the 
PSOLA function in Praat (Boersma, 2001). Since the speaker did not produce glottalization for the 
vowel-initial word in these utterances (with no prosodic break inside the utterance), we added glot-
talization by manipulating pitch (F0), as difference in pitch is one of the primary phonetic param-
eters for glottalization accompanied by a glottal stop (e.g., Mitterer et al., 2019). To add glottalization 
to the conjunction /u/ (Engl. “and”), fundamental frequency (f0) was manipulated for the last 20ms 
of the preceding name (N2 in the list) and the first half of the following u. For the last 20ms of N2, 
f0 was ramped down to 80Hz (with the speaker’s normal pitch range of 150–250Hz), and then the 
following pitch points during /u/ were set as follows: 60Hz at 20%, 90Hz at 35%, and 80Hz at 
50%, after which the original pitch was used again. Moreover, the amplitude in that part of /u/ was 
reduced to 50% (with a ramp of 15ms) as a lower amplitude is another phonetic property of glot-
talization (Hillenbrand & Houde, 1996). Given that these cues are typical for glottalization and not 
for a full glottal stop, it is important to remember that glottalization is a frequent implementation 
of both a lexical and an epenthetic glottal stop in Maltese which did not yield any discernible pho-
netic distinction (Mitterer et al., 2019). That is, the relative frequencies of glottalization and full 
glottal stops are roughly similar for epenthetic and lexical glottal stops.

For the duration along the suprasegmental dimension, the respective second syllables of the first 
two names (N1 and N2) were lengthened from 0 to an increase of 80% in nine steps. For Step 1, 
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(the second syllable of) N1 was not lengthened and (the second syllable of) N2 was lengthened by 
80%; for Step 2, N1 was lengthened by 10% and N2 by 70%; for Step 9, N1 was lengthened by 80% 
and N2 was not lengthened at all. The final stimuli were hence longer than the original recording. 
The duration manipulation was done with PSOLA in Praat; “duration points” were introduced five 
milliseconds before and after the syllable onset and offset as marked in the transcriptions. The 
duration change was then ramped up and down over 10ms from one (i.e., no change) to the length-
ening factor prescribed for the given syllable at the given step.

Note that by lengthening syllables in percentages according to their base duration introduces 
differences in terms of how much each syllable is lengthened in an absolute term. However, this 
proportional lengthening reflects Weber’s law in that, for example, an increase in 40ms would be 
more noticeable on a 100ms base duration than a 160ms base duration. Figure 1 provides example 
stimuli of the first and last step of the duration continuum with and without the added glottaliza-
tion. There were 54 different stimuli with three base sentences (three possible orders of the names), 
nine different duration levels, and two levels of glottalization (presence or absence).

Over the durational continuum, more “late-closure” decisions (i.e., [N1 or N2] and [N3]) were 
expected for a lower step. For example, Step 1 with no final lengthening of N1 but maximal final 
lengthening of N2 was expected to induce a prosodic juncture after N2 with more late-closure deci-
sions. On the other hand, Step 9, which had the maximal final lengthening of N1, was more consist-
ent with an “early-closure” parsing due to a prosodic juncture after N1 (i.e., [N1] or [N2 and N3]). 
The glottalization associated with /u/ (“and”) was expected to induce a prosodic juncture after N2 
and, therefore, more late-closure decisions.

Procedure.  The experiment was controlled by PsychoPy (Peirce et al., 2019) running on a standard 
PC. Participants were seated in front of a computer and provided with written instructions that 
explained how the phrase Malcom jew Gordon u Daniel can be understood in different ways. They 
were told that they would have to decide which of the two possible meanings was more likely given 
how the sentence was produced. The two alternatives were presented over three lines on the com-
puter screen indicating the different possible groupings with either N1 and N2 on one line (Malcom 
jew Daniel ¶ u ¶ Gordon) or N2 and N3 on one line (Malcom ¶ jew ¶Daniel u Gordon).

Each of the 54 stimuli was presented three times. The stimuli were presented in three blocks 
consisting of three sub-blocks during which all 18 stimuli for a given basic order (e.g., Malcom jew 
Daniel u Gordon) were presented once in a randomized order. After finishing the experiment, par-
ticipants were also asked questions about what differences they heard in the stimuli and what kind 
of information they thought they might have used in making their decisions.

2.2 Results and discussion

Since it sometimes took very long for participants to make a decision, we only used reaction times 
that fell within the interval of 0.2s to 6s. This led to the rejection of 168 cases, 4.32% of the data. 
Figure 2 shows how often participants made a “late-closure” decision ([N1 or N2] and [N3]) by 
grouping the first two names together. There was a small effect of the duration continuum on the 
decision, showing a tendency towards more late-closure decisions as the final lengthening of N2 
increased. This reflects that the final lengthening of N2 is prosodically consistent with the syntactic 
parsing of [N1 or N2] and [N3]. There was also an effect of glottalization across the board, showing 
around 15% more “late-closure” decisions when the /u/ (“and”) after N2 was produced with 
glottalization.

The data were statistically analyzed in R with a generalized linear mixed-effects model with a 
logistic linking function. Fixed effects were duration, glottalization (both contrast-coded), and 
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Figure 1.  Examples of stimuli used in Experiment 1. The figures show the underlined part of Daniel jew 
Gordon u Malcom with the final syllable of Gordon (the N2) lengthened (Panel A and B) or not (Panel C and 
D) and glottalization added to the u (Panel B and D) or not (Panel A and C). 
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their interaction. Participant was treated as a random effect with a full random effect structure, 
save for correlations between random effects (see Supplementary material for the exact formula). 
The results revealed a significant effect of duration (b = −0.818, SE = 0.169, z = −4.843, p < 
0.001). The negative regression weight shows that there were fewer late-closure decisions with 
more final lengthening of N1 (as the step became higher), indicating a prosodic juncture after N1 
(at the early-closure position). A significant positive effect of glottalization (b = 0.811, SE = 
0.260, z = 3.121, p = 0.002) indicates that participants made more late-closure decisions when 
the u was produced with glottalization, which helps mark prosodic juncture after N2, leading to a 
parsing of [N1 or N2] and [N3].

In experiments with multiple cues, a given cue tends to be more effective when the other cue is 
ambiguous (Harnad, 1987; Massaro, 1987). In the current case, this would mean that the glottaliza-
tion cue is more efficient in the middle of the duration continuum. To capture this possibility, we 
added a predictor “duration squared” that also interacted with the glottalization predictor. Because 
this predictor is large at the margins and small in the middle of the continuum (due to centering of 
the duration predictor), the interaction of glottalization by duration squared would indicate such a 
pattern (cf. Mirman et al., 2008). In this additional model, however, this interaction was not signifi-
cant (b = −0.91, SE(b) = 0.78, z = −1.164, p = 0.244), and adding this predictor did not lead to 
an improved model fit, Χ2(4) = 2.557, p = 0.643.

When asked what they based their responses on, many participants indicated that they focused 
on how names were grouped together in line with the durational information, but not a single par-
ticipant mentioned anything about the segmental variation due to the presence or absence of the 
epenthetic glottal stop. It appears that participants were not aware of the epenthetic glottal stop, 
despite the existence of the grapheme “q” in Maltese. This contradicts the assumption that an audi-
tory input directly activates graphemes (Pattamadilok et al., 2014) and that learning to read makes 
listeners perceive speech in a more segmental manner (Ziegler & Ferrand, 1998). Instead, it seems 
that learning an orthography may influence meta-linguistic awareness but not the processing of the 
speech signal itself.

These results also indicate that the same glottal stop in Maltese which is realized along the seg-
mental phonetic dimension and is used as a phoneme in the language can also be used to mark 

Figure 2.  Proportion of late closure decisions (i.e., [N1 jew N2] u [N3]) in Experiment 1 over the 
duration continuum (Step 1 = no final lengthening of N1 but maximal final lengthening of N2; Step 9 = 
maximal final lengthening of N1 and no lengthening of N2) and on the glottalization of the u (Engl. “and”).
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prosodic boundaries, which in turn influences syntactic parsing decisions. There is a long list of 
information sources that may influence syntactic parsing in the psycholinguistic literature (e.g., 
Steinhauer et al., 1999; Tanenhaus et al., 1995), and the development of the theory of Prosodic 
Phonology and Prosodic Hierarchy over the past several decades (Hayes, 1989; Jun, 1998; Nespor 
& Vogel, 1986; Selkirk, 1984) has provided theoretical insights into possible linguistic roles of 
segmental alternation in conjunction with the relationship between prosodic and syntactic struc-
ture. Nevertheless, as we discussed at the outset of the paper, the role of segmental detail has not 
yet been figured prominently in the sentence processing literature. Before we draw any firm con-
clusion, however, it is worthwhile to consider two issues with the current experiment. First, the 
glottalization reinforced the “late-closure” parsing, which is often considered to be a natural prefer-
ence (the Late-Closure Principle, see Frazier & Rayner, 1982). Therefore, in Experiment 2, we 
changed the sentence by exchanging the locations of the conjunctions between jew (“or”) and u 
(“and”) so that the glottalization cue associated with u occurred earlier in the utterance ([N1 and 
N2 or N3], e.g., Daniel u Gordon jew Malcom). In this coordinate construction, a prosodic juncture 
triggered by glottalization on the u would go against the Late-Closure Principle. Second, another 
weakness with Experiment 1 is that the effect of lengthening was found to be relatively small. 
Therefore, one cannot rule out the possibility that glottalization was relatively more audible, though 
not consciously perceived, and, therefore, it was the only reliable factor that participants could base 
their decisions on. Therefore, in Experiment 2, the duration manipulation was made more promi-
nent to examine whether the glottalization cue still plays an independent important role even when 
the other (suprasegmental) cue is more salient.

3 Experiment 2

3.1 Method

Participants.  Twenty-two native speakers of Maltese (13 female) participated in the experiment. 
They were aged between 19 and 31.

Stimuli and procedure.  As in Experiment 1, we recorded the sentences from the same speaker in 
three versions: with no prosodic break, with an early break (i.e., after the first name, N1), and with 
a late break (i.e., after the second name, N2). The neutral versions with no break were produced 
with and without glottalization on the u, so we decided to use cross-splicing to generate the stimuli. 
Three utterances were used: two with glottalization on the u and one without it. One of the utter-
ances with glottalization was used as a carrier, of which the u was replaced with the u from the 
other two utterances (one with and one without glottalization).

These utterances were further duration-manipulated using PSOLA as in Experiment 1 but with 
an increased range, so that at Step 1 the second syllable of N1 (the first name) was shortened to 
80% of its original duration and the second syllable of N2 (the second name) was lengthened to 
220% of its original duration. With each step, the compression factor for the first name was 
increased by 17.5% and reduced by the same amount for N2 to bridge the range of 140% over nine 
steps. Consequently, at Step 9, the final syllable of N1 was lengthened to 220% of its original dura-
tion and the final syllable of N1 was shortened to 80% of its original duration. Figure 3 provides 
four examples of the stimuli with maximal bias for a late-closure parsing in Panel A (a short second 
syllable of N1 and no glottalization) and a maximal bias for an early-closure parsing in Panel D 
(maximal lengthening of the second syllable of N1 and glottalization on /u/). The procedure 
remained the same as in the previous experiment.
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Figure 3.  Examples of stimuli used in Experiment 2. The figures show the underlined part of Daniel u 
Gordon jew Malcom with the final syllable of Daniel (N1) lengthened (Panel C and D) or not lengthened 
(Panel A and B) and with glottalization for the u (Panel B and D) or not (Panel A and C).
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3.2 Results and discussion

Similar to Experiment 1, none of the participants reported that they were aware of the presence of 
the epenthetic glottal stop as an influence on their decision. Instead, their answers (such as “two 
names were spoken together”) suggested that they appeared to be aware of some kind of temporal 
relation.

Regarding the decisions, the data from one participant was rejected because s/he responded with 
the late-closure option for almost all the trials regardless of the conditions (on 160 of 162 trials). 
As in Experiment 1, we rejected trials for which the reaction time was outside the interval of 0.2s 
to 6s (187 cases, 5.39% of the data). The mean proportions of late-closure decisions for the remain-
ing trials are provided in Figure 4. As was found in Experiment 1, the results show that the longer 
the final syllable of N1 (i.e., along the duration continuum) the lower the likelihood of a late-clo-
sure response. The durational effect was generally more robust in Experiment 2 than in Experiment 
1, which is consistent with the larger range of the durational manipulation in Experiment 2. 
Crucially, as for the effect of the “early” glottalization (u after N1 rather than after N2), the results 
indicate that utterances with glottalization generally led to fewer late-closure responses. While this 
is numerically the opposite trend to Experiment 1 (as the locations of u (“and”) and jew (“or”) were 
switched), it shows the same effect of glottalization in such a way that participants tended to parse 
the sequence as [N1] u [N2 jew N3] when u (“and”) had glottalization consistent with an epenthetic 
glottal stop. In other words, as in Experiment 1, the result indicates that listeners used the glottali-
zation of u as a cue to a prosodic juncture, which in turn was likely used in syntactic parsing.

The same statistical analyses as in Experiment 1 were carried out using a generalized linear 
mixed-effects model with a logistic linking function and a maximal random-effect structure. The 
results confirmed that there were significant effects of duration (b = 2.497, SE = 0.338, z = −7.376, 
p < 0.001) and glottalization (b = −0.378, SE = 0.142, z = −2.663, p = 0.008) with no significant 
interaction (b = 0.383, SE = 0.261, z = 1.470, p = 0.142). As in Experiment 1, we also tested the 
predictor “duration squared” that also interacted with the glottalization predictor to test whether the 
effect of glottalization was larger at more ambiguous duration values. However, the interaction of 
glottalization by duration-squared was not significant (b = −0.72, SE(b) = 0.89, z = −0.805, p = 
0.421), and adding this predictor did not lead to an improved model fit, Χ2(4) = 5.533, p = 0.237.

The results in Experiment 2, therefore, confirm the early findings of Experiment 1, indicating 
that the segmental effect of glottalization on syntactic parsing is not an artifact. This means that the 
prosodic-structurally conditioned segmental variation influences syntactic parsing in a stable and 
systematic way even when the effects of other influencing factors may obscure the effect (e.g., the 
heightened phonetic clarity of durational information) or go in an opposition direction (e.g., glot-
talization supports an early-closure parsing while a late-closure parsing is generally preferred in 
the system).

4 General discussion

In two experiments, we demonstrated that listeners exploit potentially contrastive segmental infor-
mation along the suprasegmental (prosodic) dimension. This was evident in how they parsed a 
structurally ambiguous coordinate structure: N1 or N2 and N3 (N1 jew N2 u N3 in Maltese) that 
could be parsed either with the first two names grouped together (“late-closure” parsing: [N1 or 
N2] and [N3]) or with the last two names grouped together (“early-closure” parsing: [N1] or [N2 
and N3]). In Experiment 1, auditory stimuli were acoustically manipulated in such a way that N1 
or N2 contained lengthening of the final syllable (in line with a phrase-final lengthening phenom-
enon along the suprasegmental dimension) and the conjunction u (“and”) before N2 was produced 
with glottalization, which may serve as a non-contrastive segmental marker of prosodic juncture. 
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Figure 4.  Proportion of late closure decisions (i.e., [N1 u N2] jew [N3]) in Experiment 1 over the 
duration continuum (Step 1 = no final lengthening of N1 but maximal final lengthening of N2; Step 9 = 
maximal final lengthening of N1 and no lengthening of N2) and on the glottalization of the u (Engl. “and”).

Results of Experiment 1 showed that listeners utilized both the suprasegmental (durational) infor-
mation and the segmental information of glottalization in making syntactic parsing decisions. 
Experiment 2 replicated this despite an enhancement of the durational difference along the 
suprasegmental dimension and the glottalization that led to an “early-closure” parsing running 
counter to the preferred late-closure parsing.

Our findings are in line with the view that the effect of fine phonetic detail on syntactic process-
ing is not simply due to mapping of prosodic (suprasegmental) features on a particular syntactic 
structure but through the syntax–prosody interface. That is, the term prosody used in the “syntax–
prosody mapping” or “syntax–prosody inference” does not simply refer to variation along the 
suprasegmental dimension (e.g., pitch, duration, and amplitude), but may be replaced by “prosodic 
structure” that refers to an abstract linguistic structure that organizes speech units in a hierarchical 
way (Beckman, 1996; Cho, 2016; Fletcher, 2010; Shattuck-Hufnagel & Turk, 1996). This means 
that syntax is not mapped directly on some suprasegmental features, but it may interact with pro-
sodic structure. Since a prosodic structure is phonetically realized not only along the “prosodic” 
(suprasegmental) dimension but also the “segmental” dimension, the segmental effects observed in 
the present study support this structural view of the syntax–prosody interface.

Furthermore, listeners’ answers to questions about what kind of information they may have used 
in making parsing decisions indicated that they were not aware that they used the segmental infor-
mation of glottalization associated with an epenthetic glottal stop. This is intriguing because a 
glottal stop in Maltese is also used as a phoneme and represented as a grapheme “q.” While this 
needs to be studied further in more rigorous ways than a post-experiment interview, it is worth not-
ing that Maltese listeners are not fully aware of epenthetic glottal stops, in contrast with the 
assumption that experience with written language reshapes the pre-lexical processing of spoken 
language (e.g., Mitterer & Reinisch, 2015; Ziegler & Ferrand, 1998).

The findings of the present study raise an important question about how the syntactic parsing 
process can have access to this kind of segmental information along with prosodic and lexical 
information that were previously known to guide listeners’ syntactic parsing. These results suggest 
that listeners do not discard allophonic segmental information. Recent accounts of spoken-word 
recognition indeed assume that the mental lexicon contains multiple word forms for a given word 
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(Bürki & Gaskell, 2012; Ranbom & Connine, 2007) and that pre-lexical processing does not 
abstract away from allophonic segmental variation that may be stored in the mental lexicon 
(Mitterer et al., 2013, 2018). The current result, therefore, resonates with such approaches, as is 
evident in the fact that segmental phonetic detail about pronunciation is available to guide listeners 
with syntactic parsing. More specifically, it appears that the Maltese mental lexicon contains the 
forms [u] and [Ɂu] for the word u (Engl. “and”) and which of these forms is activated influences the 
syntactic parsing decision one way or another.

There are, however, different ways in which the segmental information can guide parsing. 
Either the detailed segmental information is yet another type of information that is used in the 
constraint-satisfaction process of parsing or the segmental information influences a “Prosody 
Analyzer,” as hypothesized by Cho, McQueen, and Cox (2007). These authors suggested that 
speech comprehension involves a simultaneous segmental and prosodic analysis of the speech 
signal. It is important to note that, even under this account, the glottalization cannot be analyzed 
immediately as carrying prosodic structural information because the epenthetic glottal stop could 
also be perceived as part of a glottal-stop initial word. The information, therefore, has to be fed into 
the segmental processing stream. Cho et al. (2007) further assumed that the so-called “Prosody 
Analyzer” computes the prosody structure, and the resulting information is mapped against the 
segmental information to accept or reject lexical hypotheses in competition. It is then possible that 
the “Prosody Analyzer” makes reference to the segmental information available in the speech sig-
nal that arises post-lexically, to compute a prosodic structure based on which the syntax–prosody 
mapping is determined. However, for both accounts it is necessary that the segmental processing 
does not discard allophonic variation so that this information can be used for either the syntactic 
parsing directly or influencing the prosodic-structural analysis.

It is also worthwhile considering that the analysis of prosodic structure influences the segmental 
analysis (Kim, Mitterer, et al., 2018; McQueen & Dilley, in press; Steffman, 2019) and that the 
segmental analysis influences the prosodic-structural analysis (Scott & Cutler, 1984). However, 
classical models of categorization cannot deal with such reciprocal influences (Smits, 2001), as 
there would be an infinite regress because no analysis ever is certain. McQueen and Dilley (in press) 
proposed a Bayesian model of prosody perception. It is an interesting question for future research 
how a Bayesian model of speech perception that not only includes the perception of words (Norris 
& McQueen, 2008) but also a prosodic analyzer would cope with the reciprocal influences.

The current results thus open up a whole new area of research on segmental influences on syn-
tactic parsing, which will illuminate the nature of the intricate interactions between different com-
ponents of linguistic structure. One specific question that may be immediately explored is how 
quickly segmental information driven by prosodic structure influences syntactic parsing relative to 
the segmental information used for lexical contrast. Answering such a question may also provide 
evidence for the use of segmental information at different levels of speech comprehension. This 
may be effectively tested by examining the impact of segmental information on the Event-Related 
Potential (ERP) component known as Closure-Positive shift (Steinhauer et al., 1999).
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Note

1.	 One might wonder whether the word attur might in fact also have an underlying glottal stop and be only 
vowel-initial in its orthographical form. However, attur (just as other vowel-initial words) triggers pho-
nological processes that require the assumption that it is vowel-initial. The definite article in Maltese (i)l 
contains an initial vowel that is only used for consonant-initial words so that we get il-qattus (Engl., “the 
cat”) but l-attur (Engl., “the actor”).
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Appendix 1

Table A2.  Properties of the nouns in the material set recorded for Experiment 2. The cells provide the 
duration of the first and second syllable of a noun plus the proportion of cases in which the noun was 
followed by a pause.

Early boundary
syl1 + syl2 / pauses

No boundary
syl1 + syl2 / pauses

Late boundary
syl1 + syl2 / pauses

N1 238+228 / 0.11 239+149 / 0.00 241+138 / 0.00
N2 240+239 / 0.00 249+211 / 0.00 263+291 / 0.33

Table A1.  Properties of the nouns in the material set recorded for Experiment 1. The cells provide the 
duration of the first and second syllable of a noun in milliseconds plus the proportion of cases in which the 
noun was followed by a pause.

Early boundary
syl1 + syl2 / pauses

No boundary
syl1 + syl2 / pauses

Late boundary
syl1 + syl2 / pauses

N1 235+238 / 0.50 210+151 / 0.00 200+137 / 0.00
N2 208+138 / 0.00 210+150 / 0.00 226+230 / 0.57
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